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Unidad de aprendizaje 

Redes neuronales artificiales 
Sem Tipo Seriación Carga Cred 

2 / 3 / 4 Curso-Taller Ninguno 80 hrs. 5 
Presentación de la Unidad de Aprendizaje 

En este curso se estudiarán casos y aplicaciones en reconocimiento de patrones, así 
como su clasificación.  

Objetivo General 

Comprender los fundamentos de la neurocomputación, arquitecturas típicas de redes 
neuronales como métodos de entrenamiento, algoritmos genéticos.  

Contenido 

Unidad 1. Introducción a la neurocomputación  

Unidad 2. Procesos de aprendizaje  

Unidad 3. Redes neuronales  

Unidad 4. Máquinas de Vectores de Soporte  

Unidad 5. Análisis de Componentes Principales 

Unidad 6. Mapas de Selforganización  

Unidad 7. Redes Neuronales Bayesianas  

Unidad 8. Neurodinámica  

Unidad 9. Redes Recurrentes  
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Criterios de Evaluación 
 
Evaluaciones parciales......................................70%  
Prácticas de laboratorio..….…..………..............30%  
  

 


